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• Ever growing energy needs of the ICT sector. Studies 

estimates that, in 2020, it contributed for a share 

between 1.8% and 2.8% to global greenhouse gas 

emission and  between 20% and 40% of mobile 

operators network operational expense

• The widespread adoption of 5G is expected to increase 

this share even more. Traditionally attention of 

manufacturers was mainly paid to the Radio Access 

Network, but the 5G Core is becoming increasingly 

more significant

• Additional challenges presented by Network Function 

Virtualization and Edge Computing technologies

It is not possible to rely only on fixed models, but it is 

necessary to make use of dynamic an adaptable 

mechanisms for the real-time monitoring of the network 

power consumption

Several studies available in the literature have analyzed the power consumption of cloud infrastructures 

and data centers, but it is not clear how this knowledge can be translated to the telco world and especially 

to edge 5G core network deployments running on common off-the-shelf (COTS) hardware

We built an experimental testbed using COTS 

hardware and open-source software to measure the 

power consumption of heterogenous 5G core network 

deployments.

Three alternative virtualized deployments:

Bare Metal    Virtual Machine   Container

Commercial smartplugs to measure the hardware 

power consumption, Scaphandre to measure the per-

process consumption via software leveraging the CPU  

RAPL interface

To optimize the power consumption, we first need to reliably measure it

The objective of showcasing the power measurement monitoring methodology in a variety of scenarios and degrees of variability

• Containerized deployment requires up to 25% more energy than the bare metal

• Virtual machine deployment requires up to 78% more energy and cannot sustain a throughput higher than 700 Mbps

• The in-kernel packet processing mechanism used by Free5GC consumes almost 40% less power compared to Open5GS

The results are a proof-of-concept used as validation of the proposed methodology aimed at making the power consumption of 5G core 

network observable to internal management tools and all stakeholders involved. The approach is agnostic to the hardware infrastructure, 

virtualization layer and software implementation.

We created a Digital Twin of a MEC node hosting a 5G core network to simulate possible what-if scenarios and analyze the potential impact of 

different orchestration strategies before applying them on the physical system.

• Nodes have different hardware 

specifications and power/CPU 

consumption profiles

• PDU sessions have different 

duration and Quality of Service 

(QoS) requirements (latency and 

bandwidth)

Problem:

Choose where to allocate PDU 

sessions on different host nodes in an 

edge-cloud environment
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We want to minimize the overall energy consumption while satisfying the desired QoS 

Goal: Enable and foster 5/6G networks and vertical applications 

reducing their carbon footprint by a factor of 10 or more.

• Decompose and map energy and carbon metrics onto the 

responsible slice or application to incentivize all the players to 

adopt energy-conscious practices

• Enable automated provision/deprovision of resources, 

transparent and seamless geographical relocation of service 

meshes/network slices at runtime
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We trained a Deep Reinforcement Learning 

(DRL) agent that interact with the 5G core 

network deployment by observing the real-

time hardware utilization, power 

consumption and QoS metrics .

The DRL agent decides which cloud or edge 

host node will serve each incoming PDU 

session.

The reward function is crafted to minimize 

the energy consumption across all hosts and 

penalize QoS violations.

The ultimate objective is to integrate the power consumption 

monitoring and intelligence mechanism into an existing 

standardized NFV management and orchestration framework and 

achieve a significant degree of network automation.

Zero-touch network automation 

and service management 

mechanisms can be leveraged 

to achieve unprecedented 

operational agility and support 

new business opportunities 

and verticals.

Especially useful for private 5G 

network deployments.
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