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Motivation

SD-XL “A picture of a doctor” - Gender Bias

•Text-to-Image (T2I) generative models 

exhibit biases


•Existing bias mitigation methods rely on a 

predefined list of biases (e.g., gender) 

• Closed-set bias detection is suboptimal as 

unconsidered biases may be present 

• Can we move to an open-set scenario to 

discover unexplored biases?

Highlight Paper

OpenBias unveils unknown biases 


in T2I Generative Models 

Method Overview

Given a set of captions, OpenBias:


•Proposes biases via in-context learning applied to a Large-Language-Model (LLM)


•Generates synthetic images with the target generative model and the given captions


•Checks and Quantifies the proposed biases via Vision Question Answering (VQA)

Findings OpenBias ranks and uncovers novel biases including the ones related to people, objects, and animals

Evaluation
OpenBias aligns with:

Human judgment

Existing methods 

Takeaways

•Predefined bias lists are not required


•OpenBias discovers novel biases 

•Bias ranking improves model analysis


•T2I models exhibit unexplored biases

What’s next?
•Can we mitigate novel biases?


•Can we improve over OpenBias?


•Can we apply it to unsafe generation?


