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Will LLMs Replace the Encoder-Only Mod
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Temporal Relation Classifcation
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“Are LLMs as good as Encoder-only models at 5
modelling Temporal Relations?” P (L comext ) temp ot ) [—'@
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BACKGROUND

Temporal relations order events chronologically
*Encoder-only models still achieve SOTA
performance in the TRC task
-We know little about the performance of LLMs
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Evaluating LLMs with ICL and fine-tuning C.)
2.Investigating reasons behind the difference PLM / LLM
in performance between LLMs and Encoder models 5
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RESULTS WORD EMB. ANALYSIS
Models | MATRES | TIMELINE | TB-Dense S = R T
‘ P QA1 QA2 ’ P QA1 QA2 ‘ P QA1 QAQ odaels | ozen rkncoder H 1me- ning
Mistral 7B 300 148 529 [287 81 399 | 50 04 0.0 | MATR. TIMEL. TB-D. || MATR. TIMEL TB-D.
Mixtral 8x7B 27.7 281 580 |36.1 302 532 | 85 123 13.1 Llama2 7B 5.2 64.8 68.0 79.4 64.9 77.3
Llama2 7B 31.2 148 563 | 418 9.7 581 | 21.7 1.6 0.6 Llama2 13B 76.6 66.6 68.9 82.8 69.8 .7
Llama2 13B 36.7 8.5 3.1 | 418 8.0 283 | 27.9 3.3 24.3 Llama2 70B 75.9 69.1 65.7 81.5 67.2 724
(Llama2 70B 366 370 653|394 480 625 | 271 93 31.4)f | RoBERTa 80.5 65.7 71.4 87.6 87.9 83.1
GPT-3 540 80 556 | 7.0 203 573 | 27 25 05
GPT-3.5 412 296 612 | 117 122 585 | 19.0 246 12 Event representations computed using a frozen RoBERTa are
ama? (Brinetuned | 714 1.2 82.0 | 67.2 76.9 559 | 45.0 4.7 49.3j more effective in the TRC task than those computed with LLMs.
lama2 13Brige. 76.5 81.6 84.3 | 61.3 305 415 | 55.4 3.7 487
RoBERTa: | 37.6 | 7.9 | 33.1 Training the encoder is effective also for LLMs but ROBERTa still
achieves the best performance.
XAl CONCLUSIONS
Llama2 7B RoBERTa

Encoder-only models outperform LLMs in
the TRC task.

Our analyses suggest that this could be due
to the different pre-training tasks.
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Distributions of the relative positions of the 5 tokens with the highest attribution score for
each sequence.

| ¢ ‘\ Overall, a more accurate and low-resource
I demanding RoBERTa-based model should
be preferred over an LLM in the TRC task.

1) LLama2 7B tends to focus on the last tokens.
2) RoBERTa exploits the whole sequence more uniformly.
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